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ABSTRACT

In this paper we investigate some of the mathematical properties of meiotic recombination. Working within the framework of a genetic model with \( n \) loci, where \( \alpha \) alleles are possible at each locus, we find that the proportion of all possible diploid parental genotypes that can produce a particular haploid gamete is \( \exp(-n \log(\alpha^2/(2\alpha - 1))) \). We show that this proportion connects recombination with a fractal geometry of dimension \( \log(2\alpha - 1)/\log(\alpha) \). The fractal dimension of a geometric object manifests itself when it is measured at increasingly smaller length scales. Decreasing the length scale of a geometric object is found to be directly analogous, in a genetics problem, to specifying a multilocus haplotype at a larger number of loci, and it is here that the fractal dimension reveals itself.
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1. Introduction

The process of meiotic recombination occurs during the production of gametes by diploid organisms. It generally results in new combinations of genes arising in gametes. Meiotic recombination allows genes to experience new genetic backgrounds and gives sexual populations the ability to respond to changing environments at a significantly faster rate, and with a lower fitness cost, than asexual populations (Crow, 1994; Waxman and Peck, 1999). An analogue of meiotic recombination is also a key aspect of some evolutionarily inspired numerical optimisation procedures, namely genetic algorithms, where novel solutions to computationally complex problems can be rapidly located because of the shuffling of the “genes” in parental bit strings (Goldberg, 1989).

In the present work we investigate some of the mathematical properties of recombination that occur within one generation. We shall omit mutation, on the assumption it occurs at a sufficiently low rate that over a single generation it may be neglected.

To carry out this investigation, we could focus on informative sites within the genome, such as a particular set of SNPs (single nucleotide polymorphisms) and consider recombination events between such sites. Alternatively, we could focus on recombination between genes. For definiteness, shall couch the analysis we present in the language of genes and this gives us the freedom to devote some space to cases where an arbitrary number of alleles exist at a locus, rather than being limited to the maximum number of 4—for a SNP. For simplicity, we shall neglect intragenic recombination, so the haploid products of meiosis are chromosomes consisting solely of parental genes. The neglect of intragenic recombination corresponds to omission of a process of relatively low probability, while for SNPs there is no notion of intragenic recombination.

We first address the following rather general question.

“What proportion of all possible parental genotypes can give rise to a specific gamete-type?”

Specifically, this question is concerned with the set of genotypes, out of all possible parental genotypes, that have a chance of producing a particular gamete-type. The question does not enquire into the value of the probability with which a specific gamete-type is produced by parents of a particular genotype. As a consequence, the answer does not depend on details of recombination such as the linkage map, providing crossover can occur between all loci with a non-zero probability—as we shall henceforth assume. The question enquires into a fundamental aspect of the nature of the transmission of genetic information from parents to gametes, and the degree to which the specification of a particular type of gamete constrains the genotypes of parents.

2. Answer

The haploid products of meiosis are gametes. Their haploid genotype (haplotype) specifies the set of alleles present in a gamete. We consider gametes with \( n \) loci, with \( \alpha \) alleles possible at each locus. We can characterise haplotypes by a list, such as \( \mathbf{x} = (x_1, x_2, \ldots, x_n) \), where the allele at locus \( i \) is represented by the variable \( x_i \), which can take the values 0, 1, \ldots, \( \alpha - 1 \). Given \( n \) loci
that all have \( \alpha \) alleles, there are a total of \( \alpha^n \) different \( x \)'s, i.e., \( \alpha^n \) different haplotypes.

Consider a diploid individual whose haplotypes of maternal and paternal origin are \( x \) and \( y \), respectively. We write the ordered genotype of this individual as \((x,y)\). Let \( f(n, \alpha) \) denote the proportion of all ordered parental genotypes that can give rise to a particular gamete-type. It may be verified that \( f(n, \alpha) \) is independent of the particular gamete-type selected. We calculate \( f(n, \alpha) \) by allowing \( x \) and \( y \) to independently range over all \( \alpha^n \) possible haplotypes, so \((x,y)\) covers all possible ordered genotypes. We note that:

(i) There are a total of \( \alpha^n \times \alpha^n = \alpha^{2n} \) different ordered parental genotypes.

(ii) In the absence of mutation, it follows, from a general counting argument (see Appendix A), that there are a total of \( (2\alpha - 1)^n \) ordered parental genotypes that have a finite probability of producing a single gamete-type.

It directly follows from (i) and (ii) that the proportion of all ordered parental genotypes that can give rise to a particular gamete-type is

\[
f(n, \alpha) = \left(\frac{2\alpha - 1}{\alpha^2}\right)^n = \exp \left[-n \log \left(\frac{\alpha^2}{2\alpha - 1}\right)\right].
\]

(1)

The function \( f(n, \alpha) \) indicates the way the proportion of parental genotypes (that can produce a given gamete-type) scales with the number of loci, \( n \). As the number of loci increases, the proportion of all such parental genotypes decreases exponentially with \( n \). For example, if there are just 2 alleles at each locus \( (\alpha = 2) \), then the relevant proportion of parental genotypes is \( f(n,2) = (3/4)^n = \exp(-0.28768n) \).

The answer to the question posed in Section 1 also contains information about the number of gamete-types that different parental genotypes can produce. It is evident that there is variation in this number, since the two extreme cases, where parental genotypes that are either homozygotic at all loci or heterozygotic at all loci, lead to very different numbers of gamete-types that can be produced (1 or \( 2^n \), respectively). If we consider only the mean number of different types of gamete that a parental genotype can produce, which we write as \( \nu(n, \alpha) \), then there is a very simple result for this quantity. Since the proportion of all ordered parental genotypes that can give rise to a particular gamete-type, \( f(n, \alpha) \), also equals the probability that a randomly picked parental genotype can produce a gamete of a specific type, summing \( f(n, \alpha) \) over all \( \alpha^n \) different gamete-types yields the mean number of gamete-types that a single parental genotype can produce, namely \( \nu(n, \alpha) = f(n, \alpha)\alpha^n \), i.e.,

\[
\nu(n, \alpha) = \left(\frac{2\alpha - 1}{\alpha^2}\right)^n = 2^n \left(1 - \frac{1}{2\alpha}\right)^n.
\]

(2)

The final form for \( \nu(n, \alpha) \) in Eq. (2) indicates the degree to which \( \nu(n, \alpha) \) is suppressed below the value \( 2^n \), which is the number of gamete-types that a parental genotype can produce, when heterozygotic at all loci.

More generally, we can calculate the probability that a randomly picked parental genotype is heterozygotic at just \( m \) loci, and hence can produce \( 2^{m^2} \) different gamete-types. From this probability distribution it is possible to calculate statistics, other than just the mean number, that are associated with the number of gamete-types that different parental genotypes can produce. For a randomly picked parental genotype we find there is a binomially distributed number of heterozygotic loci (see Appendix B):

\[
\text{Prob}(m \text{ parental loci are heterozygotic}) = \binom{n}{m} \left(1 - \frac{1}{\alpha}\right)^m \left(\frac{1}{\alpha}\right)^{n-m}
\]

(3)

where \( \binom{n}{m} \) denotes a binomial coefficient. This binomial distribution has parameters \( n \) and \( (1 - 1/\alpha)^{-1} \) and hence the expected number of heterozygotic loci is \( n(1 - 1/\alpha)^{-1} \). It may be directly verified from Eq. (3) that the mean value of \( 2^m \) does coincide with the mean number of gamete-types, \( \nu(n, \alpha) \), given in Eq. (2). Furthermore, the variance in the number of gamete-types produced is \( 4^m(1 - \frac{1}{\alpha})^n - (1 - \frac{1}{\alpha})^2n \).

Beyond the results of Eqs. (1)-(3), we note that there is additional mathematical structure associated with meiosis that underlies the question in Section 1. We now establish this additional structure.

3. Additional Mathematical Structure

The simplest way to see the additional structure is to produce a plot that indicates whether a given type of gamete can or cannot be produced by a particular parent.

Previously, we have characterised each haplotype by a list \( x = (x_1, x_2, \ldots, x_n) \) where \( x_i \) indicates the allele at locus \( i \) (and \( x_i \) is an integer in the range 0 to \( \alpha - 1 \)). By associating a unique numerical label with each haplotype, we are able to place the haplotypes in a definite order. One such ordering scheme is obtained by viewing \( x \) as the \( n \) digit representation, in base \( \alpha \), of an integer in the range 0 to \( \alpha^n - 1 \). The resulting numerical label, also an integer, is directly determined from the alleles present at all \( n \) loci. As an explicit example, consider the case of \( n = 4 \) loci where there are \( \alpha = 2 \) possible alleles at each locus. Because \( \alpha = 2 \), a particular haplotype, such as \( (1, 1, 0, 1) \), is viewed as the binary representation of an “ordering label,” here 13 (since \( 13 = 1 \times 2^3 + 1 \times 2^2 + 0 \times 2^1 + 1 \times 2^0 \)) and this number can serve as the unique label of the haplotype. For general \( \alpha \), the numerical label associated with haplotype \( x \) is written \( X \). It is given by \( X = \sum_{i=1}^{n} x_i \alpha^{n-i} \) and runs from 0 to \( \alpha^n - 1 \).

Further aspects to the problem can then be expressed in terms of a new quantity \( A_{X,Y}(G) \) where \( X, Y \) are the numerical labels of the parental haplotypes making up the ordered genotype \((x, y)\) and \( G \) is the numerical label of the gamete-type, \( g \). We require \( A_{X,Y}(G) \) to take the value 1 when a gamete of type \( g \) can be produced by a parent with ordered genotype \((x, y)\), and to take the value 0 if a gamete of type \( g \) cannot be produced by such a parent. We give one possible mathematical representation of \( A_{X,Y}(G) \) in Appendix C.

For a particular \( G \), we view \( A_{X,Y}(G) \) as the \( X \), \( Y \)-element of a matrix, \( A(G) \), of size \( \alpha^n \times \alpha^n \), which is symmetric: \( A_{X,Y}(G) = A_{Y,X}(G) \). We wish to emphasise that the number of loci specifying a gamete haplotype is \( n \), we will write \( A(G) \) as \( A(G; n) \).

Those elements of the matrix \( A(G) \) which are non-zero represent ordered parental genotypes that have a finite probability of giving rise to a gamete-type with numerical label \( G \).

To illustrate the form of \( A(G) \), we consider the case of 2 loci with 2 alleles at each locus \( (n = 2 \text{ and } \alpha = 2) \). There are then 4 possible haplotypes, which we write as \( x = (0, 0), (0, 1), (1, 0), (1, 1) \). These have the numerical labels \( X = 0, 1, 2 \) and 3 associated with them (i.e., the \( 4 \) 's are the binary representation of these numbers). Since there are 4 different haplotypes, there are \( 4 \times 4 = 16 \) different ordered haplotype pairs i.e., 16 ordered parental genotypes. For the particular gamete-type, with numerical label \( G = 0 \) (corresponding to \( x = (0, 0) \)) of the 16 parental genotypes can give rise to gametes of this type, either by direct transmission of haplotypes or by recombination. However, those genotypes with labels \( (X, Y) = (1, 1), (1, 3), (2, 2), (2, 2), (3, 1), (3, 2), (3, 2) \) cannot
produce gametes with two 0 alleles and hence have zero probability of producing \( G = 0 \) type gametes. As a consequence, the matrix \( A(0) \) has zeros at the elements corresponding to these genotypes and is given by

\[
\begin{pmatrix}
A_{0,3}(0) & A_{1,3}(0) & A_{2,3}(0) & A_{3,3}(0) \\
A_{0,2}(0) & A_{1,2}(0) & A_{2,2}(0) & A_{3,2}(0) \\
A_{0,1}(0) & A_{1,1}(0) & A_{2,1}(0) & A_{3,1}(0) \\
A_{0,0}(0) & A_{1,0}(0) & A_{2,0}(0) & A_{3,0}(0)
\end{pmatrix}
= \begin{pmatrix} 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 1 & 1 \end{pmatrix}. \tag{4}
\]

(we plot \( X \) and \( Y \) values along Cartesian axes).

An interesting pattern becomes apparent when we produce a plot of \( A(G) \) that is equivalent to Eq. (4), for an appreciable value of \( \alpha^2 \). We plot dots only at the coordinate pairs \((X/\alpha^n, Y/\alpha^n)\) where the matrix elements \( A_{X,Y}(G) \) are non-zero. Each such dot represents a parental genotype (composed of haplotypes with numerical labels \( X \) and \( Y \)), that has a finite probability of producing a gamete of type \( G \). In Fig. 1 we give such plots for several different cases of interest.

The nested set of triangular “holes” that is present in Fig. 1a and b or the related structure in (c), are highly suggestive of self-similar fractal structures (Mandelbrot, 1982). Indeed, when the number of loci, \( n \), tends to infinity, the number of elements of \( A(G) \) tends to infinity and the quantities \( X/\alpha^n \) and \( Y/\alpha^n \) become continuous variables running from 0 to 1. Fig. 1a–c then becomes fractals on the unit square and for general \( \alpha \) the fractal dimension is

\[
D(\alpha) = \frac{\log(2\alpha - 1)}{\log(\alpha)}. \tag{5}
\]

For Fig. 1a, where \( \alpha = 2 \), the fractal dimension is \( \log(3)/\log(2) \approx 1.5849 \). This result may be verified by determining how the filled area of the square of Fig. 1a changes, when first measured at a given linear spatial scale, and then measured-again on a smaller linear spatial scale. Thus to determine the fractal dimension associated with Fig. 1a, we first pave the figure with 45°, 45°, 90° triangles, of a given linear scale, such as the length of the two shorter sides of the triangle. As a concrete example we take this length to be \( 1/2 \) and the paving of Fig. 1a with triangles of this linear scale is illustrated in Fig. 2a.

Measuring the filled area of Fig. 1a on this linear spatial scale means:

\[
\text{Area of Fig. 1a} = 5849. \text{ This result may be verified by determining how the filled area changes, when first measured at a given linear spatial scale, and then measured-again on a smaller linear spatial scale.}
\]

### Fig. 1

The quantity \( A_{X,Y}(G) \) takes the value 0 or 1, depending whether an individual, composed of haplotypes with numerical labels \( X \) and \( Y \), has a zero or non-zero probability of producing gametes of type \( G \). For \( n \) loci, with \( \alpha \) alleles at each locus, the labels \( X \), \( Y \) and \( G \) are integers running from 0 to \( \alpha^n - 1 \). We plot dots at the scaled coordinate values \((X/\alpha^n, Y/\alpha^n)\) where \( A_{X,Y}(G) \) has the value of unity. Each such dot corresponds to a parental genotype that has a non-zero probability of giving rise to gamete-types with numerical label \( G \). In both (a) and (b) we have taken \( n = 10 \) and \( \alpha = 2 \). The fraction of all parental genotypes that can produce any particular gamete-type is \( (2\alpha - 1)/\alpha^n = \exp(-n\log(\alpha)/(2\alpha - 1)) \) and for (a) and (b) this fraction is 59, 049/1, 048, 576 ± 5.6 × 10⁻². In (a) the specified gamete-type has numerical label \( G = 0 \), while in (b) we have chosen \( G = 333 \). The differences between (a) and (b) illustrate that the pattern obtained depends on the target gamete. For (c) we have used \( n = 6 \), \( \alpha = 4 \) and \( G = 0 \). It is important to ensure that the structure present e.g., in (a) possess a degree of robustness, and hence persists when recombination events of low probability are neglected. To establish this, we have produced (d), where all parameters are identical to those of (a), but dots are only plotted in the figure if the corresponding gametes can, under free recombination, be produced with probability larger than 1%. The structure produced is evidently a very similar to that of (a).
When we then halve the linear scale of the triangles—by taking the length of the two shorter sides to now be 1/4, we find this halving does not produce a 4-fold increase in the number of triangles required to cover the filled area, but only a 3-fold increase. This is due to the fact that the set of half-sized triangles that pave the “holes” in Fig. 1a, and cover no dots, make no contribution to the area. The paving of Fig. 1a with triangles whose shorter sides are of length 1/4 is illustrated in Fig. 2a. Thus the number of half-sized triangles that cover any dots in Fig. 2b is not a factor of 2^2 larger than those of Fig. 2a (as would follow in a normal, non-fractal, geometry) but rather 2^2D(2), where D(2) is the fractal dimension. Equating 2^2D(2) to 3 leads to the result in Eq. (5) for the special case α = 2.

This fractal nature is intimately related to the binomial sampling property of recombination and, indeed, in a mathematical context, the fractal nature of binomial coefficients and Pascal’s triangle has been reported elsewhere (Wolfram, 1984), as it has the famous Sierpinski gasket (Mandelbrot, 1982), and both of these have the fractal dimension given in Eq. (5), when α = 2. It appears there are very close mathematical connections with the result of Fig. 1a.

In Fig. 1c, where α = 4, we use an identical procedure to determine the fractal dimension. That is, we first consider the number of triangles that cover the filled area, when, e.g., their shorter sides have length 1/4, and then compare this with the number required when their shorter sides have length 1/16. This leads to a fractal dimension of log(7)/log(4) ≈ 1.4037.

The general result for the fractal dimension, given in Eq. (5) was inferred from considering figures analogous to Fig. 1a, for a number of different values of α. As we show below, in Section 5, a numerical determination of the fractal dimension fully agrees with the result in Eq. (5).

4. Ordering of Haplotypes

We note that the appearance and detailed properties of the fractal-like structure underlying meiosis (e.g., as in Fig. 1a) depends on the scheme used to order haplotypes. For the purposes of classification, we shall refer to the ordering scheme in Section 3, with α = 2 as Scheme 1 and describe it as deterministic, for reasons that will shortly become clear.

4.1. Ordering Scheme 2: distance + deterministic

Consider an scheme of ordering haplotypes, where the numerical label of a haplotype contains some information about its genetic distance from a reference haplotype, but which also uses information about the particular alleles present at each locus. We consider such a scheme in the case of α = 2 alleles per locus and let

\[ x = (0, 0, \ldots, 0) \]  

be a reference n locus haplotype. Then the n haplotypes with a single “1” allele, which include (1, 0, 0, \ldots, 0), (0, 1, 0, \ldots, 0), \ldots (0, 0, 0, \ldots, 1), are all collected together into a group that is distance 1 from the reference haplotype. Next, the n(n − 1)/2 haplotypes with two “1” alleles, such as (1, 1, 0, \ldots, 0) are all collected together into a group that is distance 2 from the reference haplotype, etc. In general, the number of haplotypes a distance m from the reference haplotype are given by the binomial coefficient \[ \binom{n}{m} \]. An ordering scheme that incorporates both a measure of genetic distance and some information about the particular allele residing at each locus, is defined by the following:

(i) Associate the label \( X = 0 \) with the reference haplotype, Eq. (6).

(ii) Associate the next n labels (i.e., \( X = 1, 2, \ldots, n \)) with the haplotypes a distance 1 from the reference haplotype, and place them in the order following from interpreting each haplotype, such as (0, 0, \ldots, 0, 1, 0), as the binary representation of a number.

(iii) Associate the next n(n − 1)/2 labels (i.e., \( X = n + 1, n + 2, \ldots, n + n(n − 1)/2 \)) with haplotypes a distance 2 from the reference haplotype, again placing them in the order following from interpreting each haplotype as the binary representation of a number.

(iv) ...
The consequences of such a scheme is plotted in Fig. 3, with the resulting figure having some definite similarities to Fig. 1.

4.2. Ordering Scheme 3: distance + random

An alternative scheme for ordering haplotypes may be constructed that also contains information about the genetic distance of a haplotype from a reference haplotype, but unlike Scheme 2, discards information about the alleles present at each locus. Again we consider \( \alpha = 2 \) alleles per locus, and measure genetic distances from the \( n \) locus haplotype of Eq. (6). The \( h \) haplotypes with a single “1” allele are again all collected together into a group that is distance 1 from the reference haplotype, and similarly the \( n(n-1)/2 \) haplotypes with two “1” alleles, are all collected together into a group a distance 2 from the reference haplotype, etc. An ordering scheme that just incorporates a measure of distance and hence contains both ordered and random components is defined by the following:

(i) Associate the label \( X = 0 \) with the reference haplotype, Eq. (6)

(ii) Associate the next \( n \) labels (i.e., \( X = 1, 2, \ldots, n \)) with the haplotypes a distance 1 from the reference haplotype, and make a random assignment of the labels 1, 2, \ldots, \( n \) to the haplotypes within this group.

(iii) Associate the next \( n(n-1)/2 \) labels (i.e., \( X = n+1, n+2, \ldots, n+n(n-1)/2 \)) with haplotypes a distance 2 from the reference haplotype, again making a random assignment of the labels with haplotypes within this group,

(iv) \ldots

The resultant labelling scheme, which incorporates only genetic distance, leads to Fig. 4. We term this a distance + random scheme.

4.3. Ordering Scheme 4: random

A scheme of ordering that does not reflect any information about genetic distance can be obtained by randomly permuting the labels associated with haplotypes. Thus if the haplotypes (\( x, y, z, \ldots \)) were, in the original binary scheme (Scheme 1), given the numerical labels \( (X, Y, Z, \ldots) \) then under the random scheme proposed here, the haplotypes \((x, y, z, \ldots)\) are given labels that are a random permutation of the numerical labels \((X, Y, Z, \ldots)\). Fig. 5 contains an example of one such ordering scheme, where the numerical labels of haplotypes used in Fig. 1a have been randomly permuted. We term this a random scheme. The resulting figure is significantly different to Fig. 1a.

5. Numerical Investigation of the Fractal Character

The fractal dimension of a structure can be determined by investigating its “box counting dimension” (see e.g., Falconer, 1990). This
is determined from the number of elementary “boxes” of side $\varepsilon$, namely $N(\varepsilon)$, that cover the fractal. If the structure has fractal properties, possibly only over a range of box sizes, then over this range we have the relation

$$N(\varepsilon) = e^{-DBc} N(1)$$

(7)

where $DBc$ is the “box counting” dimension. If the relation of Eq. (7) holds for arbitrarily small $\varepsilon$, the structure is a fractal and the fractal dimension coincides with $DBc$.

In the case at hand, we consider structures that may have fractal properties on small length scales (small $\varepsilon$) but not necessarily indefinitely small values. In the figures of this paper, such as Fig. 1, they have been plotted so that the smallest length scale (i.e., the closest separation of adjacent dots) is $\alpha^{-n}$. In this case we would expect that if a fractal-like structure is present, then $\log(N(\varepsilon))/\log(1/\varepsilon)$ would approach a constant value (namely $DBc$) as $\varepsilon$ becomes small, but not smaller than $\alpha^{-n}$. We have numerically investigated the degree to which $\log(N(\varepsilon))/\log(1/\varepsilon)$ does approach a constant as the length, $\varepsilon$, is allowed to become small, and hence the extent to which a fractal-like structure is present. We used Matlab software to perform this numerical investigation (Moisy, 2008).

In Fig. 6 we present a plot of the quantity

$$R(\varepsilon) = \frac{\log_2 N(\varepsilon) - \log_2 N(1)}{\log_2 (1/\varepsilon)}$$

(8)

against $\log_2(\varepsilon)$. If the relation in Eq. (7) holds for small $\varepsilon$, then $R(\varepsilon)$ will approach a constant value at large negative values of $\log_2(\varepsilon)$. We observe, in Fig. 6, that schemes of ordering haplotypes with a so-called deterministic component (i.e., schemes that take into account the particular alleles present at a locus), do lead to $R(\varepsilon)$ approaching a constant value at large negative $\log_2(\varepsilon)$. By contrast, other schemes do not lead to $R(\varepsilon)$ approaching a constant value at large negative $\log_2(\varepsilon)$. It is plausible that only haplotype ordering schemes with a deterministic component will expose any fractal-like structures underlying meiotic recombination.

### Table 1

<table>
<thead>
<tr>
<th>Recombinant genetics</th>
<th>Fractal in the plane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using alleles at n loci to specify a gamete</td>
<td>Using a linear scale, L, to measure a fractal</td>
</tr>
<tr>
<td>Determining the proportion of all parental genotypes that can produce a given n locus gamete haplotype</td>
<td>Determining the area covered by a fractal, when the fractal is measured on a linear scale of L</td>
</tr>
<tr>
<td>Determining the proportion of all parental genotypes that can produce a given n + 1 locus gamete haplotype</td>
<td>Determining the area covered by a fractal, when the fractal is measured on a linear scale of L/\alpha</td>
</tr>
</tbody>
</table>

### 6. Analogy Between Recombinant Genetics and Fractals

A fractal is a geometric object composed of an infinite number of points. We would, apparently, have a fractal structure in e.g., Fig. 1 if there were an infinite number of points in the figure. However, this would require an infinite number of loci, which does not hold in our problem or, indeed, in any problem except idealised, but useful theoretical models, such as the Fisher–Bulmer infinitesimal model (Fisher, 1918; Bulmer, 1980). How can the connection be made between fractal results such as Eq. (7) and a genetics problem with a finite number of loci, $n (\leq \infty)$? We argue that the connection arises from the scaling property given in Eq. (1).

Let us imagine that we have a population of organisms with $n_{total}$ loci. Given the large number of loci in a gamete, it is assumed impractical to determine the alleles at all $n_{total}$ loci. By determining the haplotype of a gamete at a smaller number of loci, say $n$, which is small compared with $n_{total}$ ($n < n_{total}$), we have an incomplete description, i.e., we work at a lower level of genetic resolution. In Table 1 we show an analogy between recombinant genetics and fractals in the plane.

To see how this analogy ties together and employs the fractal dimension $D(\alpha)$ of Eq. (5), we adopt the following line of reasoning.

1. We begin by incompletely identifying gamete haplotypes, by specifying the alleles at just $n$ loci (a haplotype has more than $n$ loci).
2. For a particular gamete-type, $G$, the matrix $A(G) \equiv A(G; n)$, associated with haplotypes specified at $n$ loci, is of size $\alpha^n \times \alpha^n$ and we view it as being composed of $\alpha^n \times \alpha^n$ small squares, with each square occupied by one element of the matrix. The squares are either filled or empty, depending whether the corresponding element of the matrix is 1 or 0 (we term this a “filling rule”).
3. We regard the matrix $A(G; n)$, for any $n$, as having a fixed area of unity. Given the filling rule of the previous point, the proportion of the area that is filled represents the proportion of all possible genotypes that can produce gametes of type $G$. Furthermore, from this viewpoint, each element of $A(G; n)$ takes up an area of $1/((\alpha^n \times \alpha^n))$.
4. Increasing the number of loci to specify a haplotype, by going from $n$ to $n + 1$, corresponds to using the matrix $A(G; n + 1)$ in place of the matrix $A(G; n)$. The total number of elements in the matrix $A(G; n + 1)$, is larger than that of $A(G; n)$ by a factor of $(\alpha^{n+1} \times \alpha^{n+1})/(\alpha^n \times \alpha^n) = \alpha^2$. This factor is equivalent to decreasing the area of the square associated with any element of the matrix $A(G; n + 1)$, relative to that of $A(G; n)$, by a factor of $\alpha^2$. It is also equivalent to decreasing the length of the side of such squares associated with $A(G; n)$ by a factor of $\alpha$.
5. Additionally, changing $n$ to $n + 1$ also results in the number of non-zero elements of the matrix $A(G; n + 1)$ being larger, by a factor of $2\alpha - 1$, than the number of non-zero elements of $A(G; n)$ (see Section 2).
6. It follows that when the number of loci specifying a haplotype is changed from $n$ to $n + 1$, the ratio of “the number of non-zero...

### Fig. 6

In this figure we present results of a numerical investigation of the “box counting dimension” of different haplotype labelling schemes. The box counting dimension associated with non-zero values of $A_{x,G}(G)$ was determined for the four labelling schemes considered in this work. With $\varepsilon$ the length scale associated with an elementary box, the quantity $R(\varepsilon)$ of Eq. (8) was plotted against $\log_2(\varepsilon)$. Only ordering Schemes 1 and 2 lead to $R(\varepsilon)$ approaching a constant value for small length scales, i.e., large negative values of $\log_2(\varepsilon)$. We note that the values of $R(\varepsilon)$ for these schemes, at large negative $\log_2(\varepsilon)$, are very close to the values of the fractal dimension $D(\alpha)$ of Eq. (3).
elements of $A(G; n + 1)$ to “the total number of elements of $A(G; n + 1)$” differs from the corresponding ratio for $A(G; n)$ by a factor of $(2 \alpha - 1)/\alpha^2 = \alpha^{D(\alpha)-2}$, where $D(\alpha)$ is the fractal dimension given in Eq. (5). The quantity $\alpha^{D(\alpha)-2}$ is precisely the factor by which the area of a fractal of dimension $D(\alpha)$ changes when the length scale, on which the fractal is measured, is decreased by a factor of $\alpha$ (i.e., when the original length scale of measurement, say $L$, is decreased to the length scale $L/\alpha$).

7. Lastly, the ratio of non-zero elements of $A(G; n)$ to the total number of elements of this matrix is the proportion of all parental genotypes that can give rise to a particular gamete-type, and has already been denoted by $f(n, \alpha)$. From point (6) it follows that this proportion obeys the difference equation $f(n + 1, \alpha) = \alpha^{D(\alpha)-3}f(n, \alpha)$. It may be explicitly verified that the result for $f(n, \alpha)$ can be written $f(n, \alpha) = \alpha^{(\alpha^2-1)\frac{n}{2}}$ and is a solution of this difference equation.

We thus see how the intimate relation between the fractal dimension associated with the genetics problem when the number of loci is infinite, and the proportion of $n$-locus genotypes that can produce a specific gamete-type.

7. Discussion

In this work, we have investigated some of the mathematical properties of meiotic recombination. We have determined the proportion of all parental genotypes which can give rise to a particular gamete-type. This required classifying all parental genotypes into one of two categories; those that are capable of giving rise to the particular gamete-type and those that are not. Plots showing which parents can produce a certain type of gamete reveal a fractal-like property of meiotic recombination. We have determined the proportion of all parental genotypes which can give rise to a particular gamete-type, and is a solution of this difference equation.

Applications of the results of the present work may be an intermediate stage in a calculation. In such a case, additional information, such as recombination fractions, mutation rates and a description of a population, may be required. However the results may also be used to directly address questions of the “yes–no” type, i.e., questions concerned with whether a class of genotypes is present or absent in a population. This is distinct from questions concerned with actual numbers or frequencies.

For questions of the “yes–no” type, consider a diploid sexual population, where a set of $n$ loci are informative (i.e., variable across the population). If the $n$ loci are in linkage equilibrium, and sufficiently polymorphic, then in a very large population, virtually all possible $n$-locus genotypes will be present in the population. If we are in possession of a particular gamete whose $n$-locus haplotype has been determined, then the result given in Eq. (1), applies for the proportion of all distinct genotypes that are present in the population, that could, in principle, have given rise to this gamete. Such information restricts the parentage of the gamete to a subclass of the full population. This information gives the knowledge that a major fraction of all genotypes are excluded from giving rise to the gamete and is especially significant if the gamete is distinguished or significant in some way.

We can also consider the situation where $n$ recognition proteins on an egg have to be matched by proteins in a sperm, in order that

the sperm can penetrate the egg membrane and fertilize the egg.

If the matching mechanism restricts the genotype of the sperm to match the genotype of the egg, at $n$ loci, then only a fraction $f(\alpha, n)$ (Eq. (1)) of all male genotypes can provide sperm of a given type and are “compatible” with the egg (cf. Gavrilets and Waxman, 2002), i.e., are capable of fertilizing it. Furthermore, increasing the number of loci involved in the recognition mechanism by unity: $n \rightarrow n + 1$, results in a reduction in the fraction of “compatible” male genotypes by a factor of $(2 \alpha - 1)/\alpha^2$. Thus specificity of the recognition mechanism puts constraints on the genotypes that are compatible with a given egg and the proportion $f(\alpha, n)$ may be a significant component of fitness associated with an egg. Implications of modifications to this recognition mechanism, by changing the number of loci, or alleles possible, can be explicitly seen by the form of $f(\alpha, n)$ given in Eq. (1).

Overall, the results obtained in this work indicate a general property of the transmission of genes in meiotic recombination, and are independent of essentially all details of: recombination, the distribution of parental genotypes in a population, and the distribution of gamete numbers produced. The results thus give an insight into some general properties of meiotic recombination.
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Appendix A.

In this Appendix we show that a total of $(2 \alpha - 1)^n$ ordered parental genotypes have a non-zero probability of producing any particular gamete haplotype.

To establish this result, we first note that a haplotype is determined by specifying which of the $\alpha$ alleles are present at each of the $n$ loci. Suppose that at a particular locus, in a specified gamete haplotype, the particular allele is 0 (identical results follow if 0 is replaced by any other allele, i.e., by 1, 2, $\ldots$, $\alpha - 1$). The possible genotypes associated with any locus, including the particular one of interest, can be written $(x, y)$ where both $x$ and $y$ are able to independently take the values 0, 1, 2, $\ldots$, $\alpha - 1$. At the particular locus of interest, only those genotypes that contain one or more 0 allele’s can give rise to a 0 allele in a gamete. These genotypes are $(0, 0)$ and also $(0, a)$, $(a, 0)$ with $a = 1, 2, \ldots, \alpha - 1$. It follows that there are $1 + 2(\alpha - 1)$, i.e., $2\alpha - 1$ such genotypes. Generally, it follows that at any locus, only $2\alpha - 1$ of the $\alpha^2$ genotypes contain a specific allele, and hence can produce a gamete-type containing the specific allele at the locus in question. Accordingly, the total number of ordered parental genotypes that have a non-zero probability of producing a particular gamete-type is $(2\alpha - 1)^n$.

Appendix B.

In this Appendix we derive the probability that a randomly picked parental genotype has $m$ heterozygotic loci.

For $n$ loci, that each have $\alpha$ alleles, the total number of ordered parental genotypes is $\alpha^{2n}$. For an ordered genotype $(x, y)$, the number of heterozygotic loci is $M(x, y) = \sum_j \delta(x_j, y_j)$ where $\delta(a, b)$ is a Kronecker delta ($\delta(a, b)$ has the value of unity when $a = b$ and is zero otherwise). Thus the probability of a randomly picked parental genotype having $m$ heterozygotic loci is
\[
\text{Prob}(m \text{ parental loci are heterozygotic}) = \frac{1}{\alpha^n} \sum_x \sum_y \delta(m, M(x, y))
\]

where the \( x \) and \( y \) sums separately cover all \( \alpha^n \) haplotypes.

We can write \( \delta(m, M(x, y)) = \int_0^{2\pi} \frac{d\alpha}{2\pi} e^{-i\alpha} e^{i\alpha M(x,y)} \) and hence

\[
\sum_x \sum_y \delta(m, M(x, y)) = \frac{2\pi}{2\pi} \int_0 ^{2\pi} \frac{d\alpha}{2\pi} e^{-i\alpha} \left( \sum_{x=0}^{\alpha} \sum_{y=0}^{\alpha} e^{i[1-\delta(x,y)]} \right)^n = \left( \frac{n}{m} \right) (\alpha^2 - \alpha)^m \alpha^{n-m}
\]

where we have used the binomial theorem. Substitution of Eq. (10) into Eq. (9) yields the result that

\[
\text{Prob}(m \text{ parental loci are heterozygotic}) = \left( \frac{n}{m} \right) (1 - \alpha^{-1})^m \alpha^{-(n-m)}.
\]

Appendix C.

In this appendix, we give an explicit mathematical form for \( A_{X,Y}(G) \).

Let \( x = (x_1, x_2, \ldots, x_n) \) represent the haplotype with numerical label \( X \), and similarly \( y \) and \( g \) represent the haplotypes with numerical label \( Y \) and \( G \). Using a Kronecker delta \( \delta(a, b) \) \( (\delta(a, b) = 1 \text{ when } a = b \text{ and zero otherwise}) \), we can write

\[
A_{X,Y}(G) = \prod_{m=1}^n [\delta(x_m, g_m) + \delta(y_m, g_m) - \delta(x_m, g_m)\delta(y_m, g_m)]
\]

where the product is taken over all loci.

It may be verified that \( A_{X,Y}(G) \) does have the required properties, i.e., if a gamete with haplotype \( g \) can (cannot) be produced by a parent with ordered genotype \( (x, y) \) then \( A_{X,Y}(G) \) equals \( 1(0) \).

References


